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Human speech universally exhibits a 3- to 8-Hz rhythm, correspond-
ing to the rate of syllable production, which is reflected in both the
sound envelope and the visual mouth movements. Artificial pertur-
bation of the speech rhythm outside the natural range reduces
speech intelligibility, demonstrating a perceptual tuning to this
frequency band. One theory posits that the mouth movements at
the core of this speech rhythm evolved through modification of
ancestral primate facial expressions. Recent evidence shows that one
such communicative gesture in macaque monkeys, lip-smacking, has
motor parallels with speech in its rhythmicity, its developmental
trajectory, and the coordination of vocal tract structures. Whether
monkeys also exhibit a perceptual tuning to the natural rhythms of
lip-smacking is unknown. To investigate this, we tested rhesus
monkeys in a preferential-looking procedure, measuring the time
spent looking at each of two side-by-side computer-generated
monkey avatars lip-smacking at natural versus sped-up or slowed-
down rhythms. Monkeys showed an overall preference for the
natural rhythm compared with the perturbed rhythms. This lends
behavioral support for the hypothesis that perceptual processes
in monkeys are similarly tuned to the natural frequencies of
communication signals as they are in humans. Our data provide
perceptual evidence for the theory that speech may have evolved
from ancestral primate rhythmic facial expressions.

One universal feature of speech is its rhythm. Across all
languages studied to date, speech typically exhibits a 3- to 8-

Hz rhythm that is, for the most part, related to the rate of syllable
production (1–4). This 3- to 8-Hz rhythm is critical to speech
perception: Disrupting the auditory component of this rhythm
significantly reduces intelligibility (5–9), as does disrupting the
visual dynamics arising from mouth and facial movements (10).
The exquisite sensitivity of speech perception to this rhythm is
thought to be related to on-going neural rhythms in the neocortex.
Rhythmic activity in the auditory cortex prevails in a similar 3- to 8-
Hz (theta) frequency range (11–13), and the temporal signature of
the neural rhythm (i.e., its phase) locks to the temporal dynamics of
complex sounds such as speech (14–17). Importantly, speeding up
speech so that it is faster than 8Hz disrupts the ability of the auditory
cortex to track speech (14, 16), whereas adding silent intervals to
time-compressed speech can rescue comprehension when the in-
terval frequency rate is matched to the theta range (18). Thus, the
natural rhythm of speech seems to be linked to on-going neocortical
oscillations.
Given the importance of this rhythm in speech, understanding

how speech evolved requires investigating the origins of its
rhythmic structure and the brain’s sensitivity to it. One theory
posits that the rhythm of speech evolved through the modification
of rhythmic facial movements in ancestral primates (19). Such
facial movements are extremely common in the form of visual
communicative gestures. Lip-smacking, for example, is an affili-
ative signal observed in many genera of primates (20–22), in-
cluding chimpanzees (23). It is characterized by regular cycles of
vertical jaw movement, often involving a parting of the lips, but
sometimes occurring with closed, puckered lips (24). Importantly,
as a communication signal, lip-smacking is directed at another
individual during face-to-face interactions (22, 25) and is among

the first facial expressions produced by infant monkeys (26, 27).
According to MacNeilage (19), during the course of speech evo-
lution, such nonvocal rhythmic facial expressions were coupled to
vocalizations to produce the audiovisual components of babbling-
like (i.e., consonant-vowel–like) speech expressions.
Although direct tests of such evolutionary hypotheses are

difficult, we recently showed that the production of lip-smacking
in macaque monkeys is, indeed, strikingly similar (likely ho-
mologous) to the orofacial rhythms produced during speech. For
example, in contrast to chewing and other rhythmic orofacial
movements, lip-smacking exhibits a speech/theta-like 3- to 8-Hz
rhythm (24, 28, 29), and its developmental trajectory is the same
as the trajectory leading from human babbling to adult conso-
nant-vowel utterances (29). Moreover, an X-ray cineradiographic
study of the dynamics of vocal tract elements (lips, tongue, and
hyoid bone) during lip-smacking versus chewing showed that the
differential functional coordination of these effectors during
these behaviors parallels that of human speech and chewing (24).
However, what about perception? At the neural level, we know
that, as in humans, temporal lobe structures in the macaque
monkey (e.g., auditory cortex, superior temporal sulcus) are
sensitive to dynamic audiovisual vocal communication signals (28,
30–33) and that they exhibit rhythmic neural activity fluctuations
in the theta range spontaneously (34) and in response to natu-
ralistic stimuli (35). However, we do not know if monkeys are
perceptually tuned to the species-typical rhythmicity in the same
way that humans are perceptually most sensitive to natural
speech rhythms.

Results
We used a preferential-looking procedure to test whether
monkeys were differentially sensitive to lip-smacking produced
with a rhythmic frequency in the species-typical range (mean: 4–
6 Hz) (24, 28, 29). Because we cannot ask monkeys to produce
faster and slower versions of their facial expressions, we used
computer-generated monkey avatars to produce stimuli varying
in lip-smacking frequency but with otherwise identical features
(Fig. 1A) (36, 37). The use of avatar faces allowed us to control
additional factors, such as head and eye movements and lighting
conditions for face and background, that could potentially in-
fluence looking times. Each of two unique avatar faces was
generated to produce three different lip-smacking rhythms: 3, 6,
and 10 Hz (Fig. 1B). In every test session, one avatar was lip-
smacking at 6 Hz whereas the other was lip-smacking at either 3
or 10 Hz. The use of the two avatar identities and their side of
presentation on the screen was counterbalanced across subjects.
We assessed preferential looking by measuring looking times

to one or the other avatar while these were presented on a wide
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screen in front of the subject. There were at least five possible
outcomes. First, monkeys could show no preference at all, sug-
gesting that they either did not find the avatars salient, that they
failed to discriminate the different frequencies, or that they pre-
ferred one of the avatar identities (as opposed to the lip-smacking
rhythm) over the others. Second, they could show a preference for
slower lip-smacking rhythms (3 > 6 > 10 Hz). Third, they could
prefer faster rhythms (3< 6< 10Hz) (38). Fourth, they could show
avoidance of the 6-Hz lip-smacking, preferring the unnatural 3- and
10-Hz rhythms over the natural lip-smacking rhythm. This may
arise if monkeys find the naturalistic 6-Hz lip-smacking disturbing
[perhaps uncanny (37)] or too arousing (39). Finally, monkeys
could show a preference for the 6-Hz lip-smacking over the 3- and
10-Hz, perhaps because such a rhythm is concordant with the
rhythmic activity patterns in the neocortex (13, 40).
We analyzed behavioral data from 11 monkey subjects; each

subject was tested only once to avoid habituation (41–44). Monkeys
showed a preference for the 6-Hz lip-smacking rhythm. Total
viewing times were longer for the 6-Hz avatar (6.9 ± 0.84 s,
mean ± SEM) compared with the 3- and 10-Hz avatars (5.0 ±
1.0 s), and this difference was statistically significant (paired
t test, n = 11, P < 0.01) (Fig. 2A). All but 1 of the 11 subjects

expressed a viewing preference for the 6-Hz versus the 3- or 10-Hz
avatars (binomial test, P = 0.006). When expressed as relative
viewing-time preference, the monkeys on average spent 30 ± 11%
more time looking at the 6-Hz versus the other avatars (Fig. 2B). A
similar preference for the 6-Hz avatar was evident compared with
the either slower or faster lip-smacking avatars separately. Sub-
jects tested on 6- vs. 3-Hz and 6- vs. 10-Hz comparisons separately
had total viewing times of 6.6± 0.84 s vs. 5.3± 1.5 s (6 vs. 3Hz, n=
5) and 7.1± 1.5 s vs. 4.8± 1.6 s (6 vs. 10 Hz, n = 6). Of the different
potential outcomes, our results provide clear evidence for a per-
ceptual preference toward theta- and speech-like natural fre-
quency of lip-smacking displays. The magnitude of the effect was
smaller in the 6- vs. 3-Hz condition perhaps because the 3-Hz
rhythm still falls within the species-typical range of lip-smacking
rhythms, but 10 Hz does not (24, 28, 29).
There is a possibility that this pattern of preferential looking

has little or nothing to do with the faces or lip-smacking per se,
but rather with just the rhythmic motion alone; that is, the sub-
jects may not have seen the avatars as conspecific faces producing
a species-typical expression. In the wild, lip-smacking gestures are
sometimes exchanged: an individual lip-smacking toward another
will receive lip-smacking in return. We capitalized on this fact and
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Fig. 1. Example of a frame sequence from a video clip showing an avatar face producing a lip-smacking gesture. Lip-smacking is characterized by regular
cycles of vertical jaw movement, often involving a parting of the lips.
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Fig. 2. Preferential viewing times are longer for biological lip-smacking rates (6 Hz) than for slower or faster manipulations (3 or 10 Hz). (A) Total viewing
times in seconds for individual subjects (lines) and the grand total (mean ± SE). All but one subject showed a preference for the avatar with biological lip
smack rate. (B) Preferential-looking time for each avatar (i.e., frequency), expressed in percentage of the total time viewing either avatar. Bars indicate the
mean ± SE across subjects for all comparisons (6 vs. 3 or 10 Hz) and individually for subject groups tested on 6 vs. 3 Hz and 6 vs. 10 Hz, respectively. Subjects
consistently preferred the 6-Hz lip-smacking versus other frequencies.
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re-examined the videos of our subjects to see whether, beyond
their looking preferences, they exhibited lip-smacking toward the
avatars. Remarkably, the 5 of the 11 subjects produced their own
lip-smacking gestures in response to the avatar faces. This pro-
portion (∼45%) is roughly the same as that seen in the wild (29).
Fig. 3 shows examples of movement trajectories from three of
those lip-smacking subjects. Note that the rhythmic frequency of
these lip-smacking responses falls well within the normal range for
both captive (28) and wild (29) macaque monkeys. The lip-
smacking responses by our subjects demonstrate that the avatars
and their lip-smacking motion were viewed as “real” facial
expressions.

Discussion
Our data show that monkeys are perceptually tuned to lip-
smacking expressions within the species-typical range around 6
Hz (24, 28, 29). This is analogous, and likely homologous (see
below), to the tuning of human perception to natural speech
rhythms. Speech fluctuates in the 3- to 8-Hz band, corresponding
to the rate of syllable production (1–4). If this rhythm is elimi-
nated or sped up beyond 8 Hz, speech intelligibility declines
precipitously (5–9, 18). Importantly, the rhythmic nature of
speech also applies to the visual domain, as facial and mouth
movements have a similar rhythmicity that is tightly correlated
with the auditory stream (1).
The neural basis of this perceptual sensitivity may arise from

a match of the rhythms in speech to on-going theta activity in the
neocortex (45). Activity in the auditory cortex phase-locks to the
temporal structure of speech, and this ability to track and decode
the acoustic input is reduced when speech is played back at faster
than normal rates (14, 16, 46). Even visual displays of speech can
entrain neural activity in the auditory cortex (15), thereby en-
hancing the encoding of auditory information (47). Theta
rhythms are ubiquitous in the neocortices of mammals (48), in-
cluding the temporal lobe structures of macaque monkeys (30,
34) where rhythmic activity was found to be sensitive to dynamic
facial expressions (28, 30–32), as observed in humans. Thus, as it
is for speech in the human brain, the neural substrates are sim-
ilarly present in the macaque monkeys to potentially undergird
their perceptual sensitivity to natural lip-smacking rhythm as
observed here (28). It is also possible that the perceptual tuning
to the natural rhythms of speech and lip-smacking is simply due
to the abundant experience that humans and monkeys, re-
spectively, have with these social signals. Although this scenario
does not preclude a role for neocortical rhythms, it also does not
require them. Moreover, it is possible that neocortical rhythms

are themselves “tuned” by these social signals. Establishing
a direct causal role for neocortical rhythms in communication is
one of the big challenges for future work.
Beyond the domain of communication, developmental stud-

ies of human infants show perceptual and neural tuning to the
temporal frequency of visual patterns (38, 40). In a preferen-
tial-looking procedure similar to the one we adopted, 4-mo-old
infants were presented with a checkerboard pattern flashed at
frequencies from 1 to 20 Hz (40). Infants showed a perceptual
preference for frequencies around 5–6 Hz, and visually evoked
potentials measured in the same-aged infants exhibited maxi-
mal amplitudes when presented with stimuli flashing at the
same temporal frequencies (40). This mimics the tight link
proposed between the rhythms in speech and neural activity
described above. Indeed, Karmel and Maisel (49) suggested
that the looking preference of infants (i.e., the strength of their
orienting response) is linked to integration of synchronous
neural activity with the temporal frequency of the sensory sig-
nal. The same processes are likely relevant for the preferential
looking of adult monkeys toward natural lip-smacking expres-
sions. However, the fact that checkerboards can elicit the same
rhythmic preference in human infants suggests that the per-
ceptual preference to theta-range stimuli is more generic and
extends beyond facial expressions. We could not test this pos-
sibility because adult monkeys usually do not attend sufficiently
long to behaviorally irrelevant stimuli to obtain meaningful
data in preferential-looking procedures (44). Nevertheless, it is
quite possible that stimulus identity matters a great deal in tests
of temporal frequency sensitivity and its development (38).
The tight link between the brain’s rhythmic organization and

the rhythmic patterns of communication signals also extends
beyond the orofacial domain. Monkeys and apes produce non-
vocal acoustic gestures by “drumming” with their hands on other
body parts or objects or by rhythmically shaking an object in their
environment (50–52). Macaque monkeys frequently produce
such rhythmic gestures by shaking the branches of a tree or by
hitting the ground, resulting in periodic sounds. Captive mac-
aques exhibit a similar behavior by shaking environmental
objects (53). Intriguingly, the rhythmic structure of this nonfacial
acoustic gesture falls into the theta range as well, with typical
frequencies around 5 Hz. Using preferential-orienting tests, the
behavioral relevance of such drumming sounds was demon-
strated. Moreover, these acoustic gestures preferentially activate
those auditory cortical regions known to be sensitive to vocal
communication sounds (53), which may generate the prominent
low-frequency rhythms observed in the auditory cortex (17).
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Fig. 3. Monkey subjects respond to lip-smacking avatars with their own lip-smacking facial expressions. Three exemplars of lip-smacking movement tra-
jectories from subjects produced when they viewed lip-smacking avatars. The y axis represents normalized units for mouth opening, with peak interlip
distance during the sequence set at 100; the x axis is time in seconds.
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Thus, communicative audiovisual displays, whether produced
using hands or orofacial structures, exhibit similar temporal or-
ganization, suggesting that the link between the rhythmic orga-
nization of cortical activity and the rhythmic structure of
communication signals is general and effector-independent.
Our finding that monkeys display a similar perceptual sensi-

tivity to lip-smacking rhythmicity as humans do for speech sup-
ports an influential theory by MacNeilage, which suggests that
speech evolved through the modification of rhythmic facial
movements in ancestral primates (19). In the domain of oro-
facial motor control, speech movements are faster than chew-
ing movements (54–58), and an X-ray cineradiography study
revealed that, during lip-smacking, the lips, tongue, and hyoid
are loosely coordinated as in speech and move with a theta-like
rhythm (24). Chewing movements, in comparison, were signif-
icantly slower and differently coordinated when compared with
lip-smacking (as it is for human chewing versus speech). Thus,
the production of lip-smacking and speech is strikingly similar
at the level of motor control. Along the same lines, the de-
velopmental trajectory of monkey lip-smacking parallels speech
development (29, 59). Measurements of the rhythmicity and
variability of lip-smacking across age groups (neonates, juve-
niles, and adults) revealed that movement variability decreases
with age whereas speed increases: this is exactly as speech
develops—from babbling to adult consonant-vowel production
(29). Importantly, the developmental trajectory for lip-smack-
ing was different from that of chewing (29), in line with dif-
ferences in the developmental trajectories between speech and
chewing reported for humans (60–62). Combined with the
perceptual tuning to natural lip-smacking rhythms reported
here, these data suggest that monkey lip-smacking and human
speech rhythms share a homologous sensorimotor mechanism.
These results lend strong empirical support for the idea that
human speech evolved from the rhythmic facial expressions or
other rhythmic actions normally produced by our primate
ancestors (19).

Methods
Subjects. Behavioral data were obtained from 12 adult rhesus monkeys
(Macaca mulatta) that were part of a larger colony group housed in enriched
environments. All procedures were approved by local authorities (Regier-
ungspräsidium Tübingen), were in full compliance with the guidelines of the
European Community (EUVD 86/609/EEC), and were in concordance with the
recommendations of the Weatherall report on the use of nonhuman pri-
mates in research. As in our previous preferential-looking studies with
monkeys, each subject was tested only once to avoid familiarity with the
stimuli and because subjects quickly habituate to such testing environments
(41–44). Of the 12 subjects tested, 1 did not behave calmly in the experiment
booth and thus did not consistently look at either side of the screen; this
subject was not included in our analyses. Such exclusions are typical of
preferential-looking studies using human infants.

Preferential Looking Procedure. The preferential-looking stimuli consisted of
two computer-generated synthetic monkeys (avatars) on opposite sides of
the screen, lip-smacking at parametrically varied rates. These realistic syn-
thetic monkey faces allowed for manipulation of the temporal dynamics of
mouth oscillation independently of other visual properties of the dynamic
face, such as eye and headmovements, whichmight confound looking time if

temporally manipulated. The mean natural lip-smacking frequency for ma-
caque monkeys is ∼5–6 Hz (24, 28, 29). For this reason, we compared pref-
erential-looking times to avatars’ lip-smacking at 6 Hz versus avatars’ lip-
smacking at 3 or 10 Hz. The slow frequency of 3 Hz was chosen because it is
within the range of natural rhythmic facial gestures, but on the edge of the
adult lip-smacking range. The 10-Hz frequency was chosen as a faster-than-
natural rhythm. During each session the 6- and 3/10-Hz stimuli were pro-
duced by a different avatar face to avoid confounds arising from viewing
identical monkeys side by side. Also, the assignment of avatars and lip-
smacking frequencies and their side presentation on the screen were
counterbalanced across subjects to control for individual identity and lat-
eralization preferences as a potential confound. There were no statistically
significant patterns of looking related to avatar identity (identity 1 vs. 2:
6.1 ± 1.0 s vs. 5.9 ± 1.0 s, t test P = 0.8) or side of presentation (left vs. right:
5.9 ± 0.9 s vs. 6.1 ± 1 s, P = 0.8).

Animals were seated in a custom-made and individualized primate chair,
which was positioned in a dark and an-echoic booth in front of a large SHARP
LCD-TV monitor at eye level with the subject (about 60 cm to the animal’s
head, 117-cm screen diagonal). The monitor was initially blank, and subjects
were given 4–8 min to habituate to the setup. The stimulus videos showed
two avatars on the left and right side, with each avatar’s face spanning
about 15°–20° of visual angle and a distance of about 65° between the
centers of both avatar heads. The experimenter monitored the subjects from
outside the room using an infrared camera and initiated the start of the
stimulus presentation following a period during which the subject was
looking straight-ahead toward the monitor. The stimulus video was pre-
sented for 60 s, subsequent to which the monitor was blanked and the
subject returned to the animal colony. Behavioral data were recorded as
digital video files showing as high-resolution (720 × 576 pixels, 30 Hz) close-
up images of the subject’s head using an infrared camera and WinTV2K
Hauppauge software.

Video Scoring. Looking directions were scored manually and by two observers
blind to the experimental conditions. For analysis, the 60-s stimulus pre-
sentation period was extracted from the video, and for each frame the
observer scored whether the subject looked at either of the two avatars or
away from them. The total duration of the subjects looking time toward each
avatar was recorded and expressed either as total time in seconds or as
a fraction of the total time that the subject spent looking at either avatar.
Scoring which of the two avatars that the monkeys were looking at was
unambiguous, as in previous preferential-looking studies using a very similar
experimental setup (41–43). The two avatar faces were far apart in the
horizontal dimension, fairly close to the subject’s eyes and at eye level. The
subject thus had to make clear head or very large eye movements to switch
focus from one avatar to another. To validate the scoring procedure, we
measured interobserver reliability (Pearson correlation, r = 0.99).

Measuring Lip-smacking Production. Five of the 11 subjects responded to the
avatars with their own lip-smacking gestures. We measured the trajectories
of these movements with a procedure that we have used previously (28, 29).
Mouth displacement was measured frame by frame. Displacement was
measured by manually indicating one point in the middle of the top lip and
one in the middle of the bottom lip for each frame. For some lip-smacking,
the top and bottom lips do not part, so interlip distance does not provide
a reliable indication of jaw displacement. For these lip-smackings, displace-
ment was measured as the distance between the lower lip and the nasion
(the point between the eyes where the bridge of the nose begins), an easily
identifiable point that does not move during the gestures.
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