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The species-specific vocalizations of non-human primates
are crucial for their social interactions, reproductive success
and survival1,2, and some have argued that speech has played a
similar role in human history3. Investigating the perception
and social use of vocalizations in extant non-human primates
might be the most direct route to understanding the substrates
underlying the evolution of speech and language. It follows,
therefore, that investigating the neural processes underlying
the vocal behavior of primates might yield important insights
into the neurobiology of speech.

Neuroethological research has already added much to our
understanding of how natural selection shapes brain-design
for complex behaviors such as echolocation in bats4, song
learning in birds5–7, and mate-choice in frogs8. Likewise, in
the visual behavior of primates, faces are highly relevant
stimuli in their day-to-day social interactions and specialized
regions of the temporal lobes appear to be dedicated to face
processing9. Based on the consistency with which behavioral
adaptations are mediated by specialized neural systems in
the animal kingdom, we hypothesize that the design of the
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primate auditory system should reflect the specialized func-
tions that it has evolved to carry out: communication between
conspecifics. It stands to reason that neurobiological studies of
primate auditory function must adopt a cognitive ethological
perspective2,10.

Recent work in this area has revealed remarkable similar-
ities between primate vocal behavior and human speech. Many
primates have vocalizations that appear to be functionally ref-
erential in that they convey meaningful information about
objects and events in their environments11–13. Some primate
species show hemispheric biases in the perception of conspe-
cific vocalizations14,15, attend to the temporal aspects of such
calls16,17, and show plasticity in the usage and comprehension
of their species-typical calls18. In this paper, we review current
understanding of the vocal behavior of non-human primates
(hereafter, ‘primates’), with a special focus on problems that
can benefit from neurobiological investigations as well as in-
form cognitive ethologists about neurobiologically significant
problems. We hope to convince the reader that primate vocal
behavior represents an excellent model system for studying the
substrates of speech perception in particular, and the neural
basis of complex biological signal recognition in general.

The ethology of primate vocal communication: 
problems for the neurosciences
Temporal processing of vocal signals
Humans use temporal cues such as the duration, interval and
order of acoustic features to distinguish among categories of
speech sounds19,20. For example, humans distinguish /pa/
from /ba/ on the basis of voice onset time, and /sa/ from /sta/
on the basis of the silent time between consonants and vowels.
Based on these data and studies of language-impaired chil-
dren, it has been suggested that speech perception is based
on the rapid processing of temporal information21.

Do primates perceive their own vocalizations in a categori-
cal fashion, and if so, do they base their perceptual classifi-
cations on temporal features? In an early study of primate
communication, Green characterized the vocal repertoire of
the Japanese macaque (Macaca fuscata)22. He found that
Japanese macaques used subtle differences in the acoustic
structure of their calls to distinguish between types that co-
vary with particular contexts. For example, among the affili-
ative ‘coo’ call, the ‘smooth early high’ (SE) type was given
by young individuals isolated from companions, while the
‘smooth late high’ (SL) type was given by subordinate animals
to more dominant troop members. Green’s diagnostic for dis-
tinguishing these types was the temporal position of the
fundamental frequency peak, which in the SE coo occurred in
the first two-thirds of the call, and in the SL coo occurred in
the final third22. This temporal cue could be an acoustic fea-
ture that Japanese macaques use to distinguish between these
two calls.

As humans use specialized neural circuitry to parse speech
sounds based on temporal cues21, perceptual experiments on
Japanese macaques investigated whether they too are able to
discriminate these two call types using temporal features of the
signal17,23,24. Japanese macaques, as well as several closely related
Old World monkeys, were trained on two discrimination
tasks, one using peak fundamental frequency position and
the other using initial frequency as the relevant parameter.

Results revealed that Japanese macaques, but not the other
species, were better able to discriminate between the two coo
types using peak position than using the initial frequency. In
contrast, the other species performed better using the initial
frequency of the coos than using peak position23,24. When
individual acoustic elements of each coo vocalization were
edited out, results showed that for Japanese macaques, the
temporal position of the peak frequency was the most sig-
nificant feature for discriminating between the coos17. Thus,
at least one non-human primate species appears to have 
specialized neural mechanisms for categorizing conspecific
vocalizations on the basis of temporal cues.

Behavioral asymmetries in the processing of vocal signals
A classic feature of language processing is its neural lateraliz-
ation. Although there is no clear general dichotomy of func-
tion between the cerebral hemispheres, perceptual experi-
ments, studies of brain-damaged patients and functional
imaging studies have indicated that speech perception is
usually lateralized to the left temporal lobe21.

One indication of left-hemispheric specialization for
speech processing in intact humans is the performance ad-
vantage exhibited by the right ear for the identification of
speech sounds, and the lack of, or left-ear, advantage for
non-speech sounds25. Behavioral experiments under labora-
tory and field conditions reveal that primates also exhibit
similar asymmetries in the perception of their vocalizations.
Data from the perceptual experiments on Japanese macaques
described above, and from other studies, revealed a right-ear
advantage when discriminating coo calls according to their
species-specific, communicative relevance. No ear advantage
was shown for discriminations based on initial frequency15,23.
Based on the fact that the coos were of functional signifi-
cance to the Japanese macaques, and that the other primate
species tested showed no ear advantage in their performance
(save for one vervet monkey, Cercopithecus aethiops), the ob-
served asymmetry in perception could be attributed to the
communicative valence of the signals and not particular
acoustic characteristics.

To explore further the problem of hemispheric asymme-
tries in acoustic perception, Hauser and colleagues ran a series
of field experiments on the closely related rhesus monkey
(M. mulatta). Playback experiments using 12 different call
types associated with coarse-grained emotional states (affili-
ation, aggression and submission), and several socioecological
contexts, revealed that most adult rhesus monkeys turned their
heads right when orienting towards a vocalization emitted
from a hidden speaker placed 180 degrees behind them14

(see Fig. 1). Thus, this species also shows a right-ear bias in
the perception of conspecific vocalizations14,16. Hauser and
colleagues suggested that this orienting bias is the result of
left-hemisphere dominance for the processing of conspecific
vocalizations. Interestingly, infant rhesus monkeys failed to
show any orienting bias to conspecific calls (Fig. 1), similar
to the absence of perceptual asymmetries of speech sounds in
human children with specific language impairment21.

The relationship between temporal cues and neural later-
alization can be revealed by manipulating vocal signals and
measuring behavioral performance. Using the dichotic lis-
tening paradigm, the magnitude of the right-ear advantage
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exhibited by humans can be altered by
speeding up or slowing down formant tran-
sitions within a speech syllable26. Similarly,
temporally manipulating rhesus-monkey
calls can abolish the right-ear bias observed
in the field14,16. By contracting or expanding
the inter-pulse duration of three pulsatile
vocalizations beyond the species-typical
range, the right-ear orienting bias for con-
specific vocalizations was abolished for two
of the three vocalizations (‘grunt’ and ‘shrill
bark’), resulting in a no-ear or left-ear bias16.
These results support the hypothesis that,
like human brains, some non-human pri-
mate brains are specialized to process con-
specific vocalizations, and that efficiently
parsing temporal cues might be one of the
critical processing components.

Referential communication by monkeys
in their natural environments
One of the most important features of
human language is its ability to refer to
objects and events in the external world.
Until 1980, it had been assumed that pri-
mate vocalizations simply reflected the
caller’s emotional state and nothing
more27,28; different call types were associ-
ated with different emotional states (e.g.
screams for fear or barks for aggression).
Over the last two decades, however, there
has been an accumulation of data support-
ing the claim that many primate vocaliz-
ations are functionally referential, providing listeners with
information about food, predators, and social relationships.

The clearest example of functionally referential signals is
the vervet monkey’s alarm-call system11,29. Vervets produce
acoustically distinct alarm calls to their various predators
(snakes, eagles, leopards, baboons, humans and small carni-
vores)29. In response to such calls, vervets behave adaptively,
responding as a function of the predator’s species-typical
hunting strategy. For example, when one vervet emits a snake
alarm call, other vervets immediately inspect the ground
around them; following an eagle alarm call, they look up
and/or run into a dense bush, presumably to avoid the eagle’s
stoop. Playback studies have shown that the acoustics of the
alarm call alone are sufficient to elicit predator-specific
adaptive responses11. Thus, vervet alarm calls are function-
ally referential signals that convey information about both
predator type and the caller’s affective state.

These pioneering experiments prepared the way for sev-
eral other examples of referential signaling by primates in their
natural environments12,30–34. In rhesus and pig-tailed macaques,
field observations and playback experiments have revealed
that individuals produce one of five acoustically distinct ‘re-
cruitment screams’ in order to elicit aid from allies during
agonistic encounters31,35. The particular call used specifies
the particular class of opponent and the level of physical 
aggression in the encounter. In a different context, toque
(M. sinica) and rhesus macaques give acoustically distinct

vocalizations to refer to different kinds of food, and indi-
viduals respond to such calls as if in search of food, often
calling back with comparable calls36,37.

While data on referential signaling in primates reveals
some similarities to human words, there are also fundamental
differences between these two systems. Unlike human words,
there is no evidence that primate calls can reference either
the past or the future. Primate vocalizations typically refer to
events or objects that are in the present. Furthermore, there
is no evidence that whole calls or parts of calls can be strung
together to produce more complex utterances with different
meanings in the way words or parts of words can2. For pri-
mates, the call appears to be the primary unit of analysis.
Nonetheless, the fact that some non-human primates have
the capacity to produce a rudimentary form of referential
signal provides an avenue for looking at this system from a
cognitive neuroscience perspective, one aimed at revealing
the neural substrates underlying conceptual representations.

Perceptual versus conceptual mechanisms of classification
In language, two words, such as ‘soda’ and ‘pop’, can mean the
same thing but have very different acoustic features. This is
one sense in which the acoustic properties of a word are ar-
bitrary relative to its meaning. Although humans can certainly
hear the difference between ‘soda’ and ‘pop’, they preferen-
tially attend to the referential similarity between these words.
Primates also exhibit this capacity12,32,38.
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Fig. 1. Left-hemisphere bias towards conspecific vocalizations. Rhesus monkeys (M. mulatta) were tested
when seated at one of three food dispensers, which provided a consistent context for testing. Vocalizations were
played from a hidden speaker placed directly behind the subjects (A). The response assay was to score whether
the subjects turned the right or left ear in the direction of the speaker. The graph plots the proportion of adult
(B) and 4–12-month-old infant (C) rhesus monkeys turning the right ear towards the speaker in response to three
types of conspecific vocalizations (black bars) and one control heterospecific call (the turnstone’s alarm call, a
sound the subjects were familiar with) (white bars). Adult, but not infant, monkeys showed a right-ear bias in re-
sponse to conspecific vocalizations. (Data from Ref. 14.)
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Rhesus monkeys produce two call types (‘harmonic arches’
and ‘warbles’) when they find high quality/rare food, and
produce another call type (‘grunts’) when they find low
quality/common food12 (Fig. 2A). To determine whether
rhesus classify these calls as a function of their acoustic or
referential similarities, an habituation–dishabituation pro-
cedure was used. If rhesus monkeys attend to acoustic features
alone, then having been habituated to multiple exemplars of
one call type, they should respond to a test playback involv-
ing either of the other two call types. In contrast, if they at-
tend to referential features, then having been habituated to
one call type they should respond to a call type from a dif-
ferent class or category, but not respond to a call type from
the same class. Results provide strong support for the refer-
ential hypothesis. In particular, when rhesus monkeys were
habituated to harmonic arches, they failed to respond to
warbles (Fig. 2B). Similarly, when they were habituated to
warbles, they failed to respond to harmonic arches (Fig. 2C).
However, when they were habituated to either warbles or
harmonic arches, they responded to grunts. Interestingly,
when they were habituated to grunts, they also responded to

harmonic arches and warbles, but the magnitude of the re-
sponse was substantially greater than in the opposite habitu-
ation–dishabituation order (Fig. 2D,E). This asymmetry in
the pattern of response suggests that rhesus attend to the
putative reference of the call when classifying stimuli. These
general findings have been obtained for two other species
(vervet and Diana monkeys) and three other contexts (social
affiliation, aggressive inter-group encounters, and predator
alarm)32,38.

Together, these studies provide considerable support for
the notion that, like humans, primates can use their vocaliz-
ations to refer functionally to objects or events in the external
environment. Several primates respond to the call’s referent
rather than to its acoustic morphology alone, suggesting that
they have a representation of the external referent and not a
simple conditioned response to the acoustic signal. Monkeys
also store a representation of caller identity and use this in-
formation to guide their responses. The neural bases for these
representations and decision processes have yet to be ex-
plored, but with the behavioral data in hand, such primates
are ideally suited for neurobiological exploration.
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Fig. 2. Functional referents and acoustic similarity. (A) Spectrograms of the calls used by rhesus monkeys that have discovered
food. The ‘warble’ and the ‘harmonic arch’ are given by individuals that have found rare, high-quality foods. The ‘grunt’ is given by in-
dividuals who have found a common food of lower quality. (B–C) Within-referent habituation experiments: (B) subjects were habituated
to ‘harmonic arches’ and then tested with a ‘warble’; (C) subjects were habituated to ‘warbles’ and then tested with a ‘harmonic arch’.
(D–E) Between-referent habituation experiments: (D) subjects were habituated to ‘grunts’ and then tested with either a ‘warble’ or a
‘harmonic arch’; (E) subjects were habituated to either ‘warbles’ or ‘harmonic arches’ and then tested with a ‘grunt’. The results show
that, after habituation, monkeys respond only to changes in referential features (between-referent conditions) of subsequent calls, and
not to changes  in acoustic features alone (within-referent conditions). Data represent the mean time individuals spent looking in the di-
rection of the speaker (error bars represent 6SD). All dishabituation effects were statistically significant. (Data from Ref. 12.)
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The neurobiology of primate vocal
communication: a brief review and
prospectus
The wealth of data on the vocal behavior
of primates provides an unprecedented
foundation for investigating the neuro-
biological mechanisms underlying audi-
tory processing. As illustrated by the
neuroethological studies of birdsong, bat
echolocation and face processing in pri-
mates, research on the neurobiology of
primate auditory function might profit
from using the animal’s species-specific
vocalizations to explore the brain’s design
features.

Homologous substrates for
homologous behaviors
The region of neocortex that responds
most robustly to auditory stimuli lies in
and around the superior temporal plane
and superior temporal gyrus of the tempo-
ral lobe (Fig. 3A,B). This region has been
broadly subdivided into three areas each
representing a different level of cortical
processing: the core, belt and parabelt39

(Fig. 3B). Neurons in the core area re-
spond best to simple acoustic stimuli such
as tones, while belt and parabelt neurons
respond best to more complex stimuli. Our anatomical
knowledge of these areas derives mainly from data collected
on species of the Old World monkey genus, Macaca.
However, based on tonotopic organization and intracortical
connections, several New World monkey species40–43 appear
to have at least a subset of core auditory cortical areas that
are homologous to those found in macaques.

In comparison with the human temporal lobe, there is
cytoarchitectonic evidence that macaques and humans share
a number of auditory cortical areas44. More recently, the use of
multiple staining techniques to delineate and compare directly
the architecture of auditory cortex in macaques, chimpanzees
and humans has revealed similarities both in the architecture
and shape of auditory areas in these primates. These data sug-
gest that at least some stages of auditory cortical processing
might be similar45. While these comparative neuroanatomical
data are first approximations at best, they provide a convinc-
ing rationale for the application of knowledge from primate
auditory behavioral and neurobiological studies to humans.

Neural processing of spectro-temporally-manipulated
vocal signals
To date, the squirrel monkey represents the most extensively
studied mammalian model system for the auditory process-
ing of species-specific vocalizations. Recordings of single-unit
activity in the superior temporal gyrus of the awake squirrel
monkey revealed that more than 80–90% of the neurons in
this region responded differentially to species-specific vocaliz-
ations used as stimuli46. Although the relative lack of infor-
mation regarding squirrel monkey cortical architectonic
boundaries in these studies limits what one can say about

the functional organization of auditory cortex, they neverthe-
less provided substantial evidence that auditory neurons were
tuned to species-specific vocalizations. More recent experi-
ments in identified subdivisions of auditory cortex of anes-
thetized rhesus and marmoset monkeys largely support the
results from squirrel monkeys, demonstrating that cortical
neurons selectively respond to conspecific vocalizations with
complex temporal patterns of firing47–49.

Given that auditory cortical neurons can be call-selec-
tive, how is selectivity built up by neural circuits? One ap-
proach to answering these questions involves presenting
acoustically manipulated vocal stimuli. With the advent of
sophisticated digital-signal technology for bioacousticians50,
it is possible to alter systematically specific features of a call
and then use such perturbed signals to determine how com-
ponents of the call affect neural response patterns. In rhesus
macaques, filtering certain frequencies of a call results in less
robust responses from call-selective neurons when compared
with responses to normal, intact vocalizations47. Similarly, in
the temporal domain, it has been shown that editing out parts
of, or reversing, vocalizations used as stimuli results in a drop
in neuronal responsiveness for call-selective neurons in squir-
rel monkeys46, marmosets49, and rhesus monkeys51. Together,
these data suggest that neurons in the auditory cortex of 
primates are ‘combination-sensitive’ (i.e. they respond non-
linearly) to conspecific vocalizations in the same way that
neurons in the songbird forebrain and bat auditory cortex
are combination-sensitive to their own vocalizations4,6.

Several questions remain concerning the behavioral rel-
evance of the combination-selectivity of primate auditory neur-
ons. For example, how do spectro-temporal manipulations
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Fig. 3. Organization of the auditory cortex. (A) Lateral view of the left hemisphere of the rhesus monkey cer-
ebral cortex. Shaded region corresponds to the approximate location of the auditory-related areas on the exposed
surface of the superior temporal gyrus. (B) View of the superior temporal plane, which contains the ‘core’ and
‘belt’ areas of auditory cortex. In this representation, the overlying dorsal bank of the lateral sulcus is graphically
reflected upwards to reveal the ventral bank. (C) Lateral view of the rhesus brain indicating some of the major
connections between the rostral and caudal parabelt regions with subdivisions of the prefrontal cortex.
(Abbreviations: AS, arcuate sulcus; CS, central sulcus; CPB, caudal parabelt; IPS, intraparietal sulcus; LS, lateral sul-
cus; LOS, lateral orbital sulcus; LuS, lunate sulcus; PS, principal sulcus, RPB, rostral parabelt; STG, superior temporal
gyrus; STS, superior temporal sulcus; wm, white matter.) (Adapted from Ref. 66.)

trends in Cognitive Sciences



that affect responses at the neural level affect responses at the
perceptual level, and vice versa. Does removing or extending
particular portions of vocalizations affect how subjects re-
spond to them? And how are the temporal manipulations 
of vocalizations that influence behavior16 processed by call-
selective neurons? A final point to consider here is that the
relative importance of the temporal as opposed to the spec-
tral domain might differ depending on call type or the in-
formation to be extracted, a possibility that can be explored
both at the neural and behavioral levels.

Neural correlates of behavioral asymmetries
The behavioral asymmetries discussed earlier are supported
by both neuroanatomical and experimental lesion studies. For
human subjects that show functional left-hemispheric biases
for language processing, it has been shown that the Sylvian fis-
sure (bordering auditory cortex) is significantly longer in the
left hemisphere than in the right52. It is assumed that the
length of the fissure corresponds to the size of auditory cortex.
Using this measurement, potential anatomical asymmetries
have similarly been measured in several species of primates.
Left Sylvian-fissure length was found to be significantly
greater than in the right hemisphere in apes (Pan, Gorilla,
and Pongo)53, Old World macaques (M. fascicularis and M.
mulatta), and New World Callichtrids (cotton-top tamarins

and marmosets)54. These cerebral asymmetries might rep-
resent the ‘specialized’ neural circuitry that mediates the be-
havioral asymmetries to conspecific vocalizations14,15.

Further evidence of specialization comes from experi-
ments on Japanese macaques. Following lesions of the left
auditory cortex, subjects exhibited a selective impairment for
discriminating species-specific vocalizations but not other
types of auditory stimuli55. In particular, subjects’ performance
on discriminating SE (‘smooth early high’) and SL (‘smooth
late high’) coos was greatly impaired following lesions of the
left superior temporal gyrus, but was unimpaired by similar
lesions in the right hemisphere. Thus, the left auditory cortex
of Japanese macaques appears to be specialized for process-
ing communicative signals. Similar experiments on rhesus
macaques, which also show a left-hemisphere bias to conspe-
cific vocalizations, would be beneficial. For example, pharma-
cological inactivation of specific subdivisions of the audi-
tory cortex (e.g. injections of muscimol) could be combined
with playback experiments (e.g. monaural presentation or
head-orienting task) to investigate which particular cortical
areas are specialized for communication signals.

Auditory–prefrontal cortical interactions
When a non-human primate hears a call from a conspecific,
its response will depend upon the identity of the caller, his
distance, the current context, and the message conveyed.

As in human interactions, there are times when it is ap-
propriate for a primate to respond to a call and there are times
when it must withhold a response. The prefrontal cortex has
been implicated in such ‘response inhibition’56. In the audi-
tory domain, rhesus monkeys can be trained to reach into a
box for a food pellet after hearing one (positive) tone, or to
withhold this response upon hearing a different (negative)
tone. However, lesions of the inferior frontal convexity (see
Fig. 3C), the region lying between the principal and lateral
orbital sulci, result in perseverative interference in the per-
formance of this auditory go/no-go task (i.e. they were un-
able to withhold their responses to the negative tone)57. The
rostral ‘belt’ and ‘parabelt’ regions of macaque auditory cor-
tex project to this region of the prefrontal cortex39 (Fig. 3C),
and it seems likely that this auditory–prefrontal circuitry
plays a pivotal role in controlling responses to behaviorally
relevant signals. Indeed, recent neurophysiological experi-
ments have shown that neurons in the inferior convexity are
selective to faces58 and species-specific vocalizations59.

Field observations and playback experiments have shown
that when a call is heard, primates will almost invariably (unless
habituated) look towards the source of the signal and/or its
referent (e.g. a predator). Higher-order auditory areas of the
caudal ‘belt’ and ‘parabelt’ regions, which are responsive to
vocalizations47 and sound source location60, send projections
to the periarcuate region of the prefrontal cortex39. This circuit
might be involved in the decision process and the control of
eye movements to auditory targets, such as a group member or
a predator. Neurons in this area are involved in selective atten-
tion, are responsive to auditory stimuli, and have been shown
to encode the association of visual and auditory stimuli (see, for
example, Ref. 61). The frontal eye field (FEF) lies within this
area and plays an important role in the selection and control
of eye movements to particular targets in the environment62.

Review G h a z a n f a r  a n d  H a u s e r  –  P r i m a t e  v o c a l  c o m m u n i c a t i o n

382
T r e n d s  i n  C o g n i t i v e  S c i e n c e s  –  V o l .  3 ,  N o .  1 0 ,   O c t o b e r  1 9 9 9

Outstanding questions

• Like adult humans, some species of adult non-human primates exhibit a
right-ear bias for processing conspecific vocalizations. These asymmetries
are matched by neuroanatomical asymmetries in the temporal lobe. Similar
behavioral biases are absent in some children with specific language
impairments as well as in some primate infants. A primate model, such as
the rhesus monkey, might allow us to explore the development of these
hemispheric biases at both the behavioral and neuronal level. With the
advent of better staining techniques, the size of different auditory areas
can be measured and a more detailed analysis of which particular areas
are related to the developmental onset of orienting asymmetries carried
out. This circuitry can also be explored with multi-electrode recording
techniques, and recent advances in functional imaging techniques.

• As in speech, primate calls are multidimensional: one call can represent
many things at the same time, including a specific object or event (i.e. the
call’s referent), the caller’s identity (e.g. sex, species), and the caller’s
emotional state (e.g. aggressive, fearful). There is a need to investigate how
the acoustic morphology of calls relates to these information channels.
Using digital sound synthesis and manipulation, different acoustic
features can be manipulated and then used to test behavioral responses.
For example, an aggressive call from a large dominant male could be
made to sound as if it were produced by a smaller individual by shifting
formant frequencies. These manipulated calls could then be tested both
in the field and the lab to measure the perceptual and neural correlates,
respectively. With the current technology, such neuroethological
experiments are quite feasible.

• The functional organization of the primate auditory cortex has not been
determined beyond the tonotopical mapping of the core areas. In the
bat auditory cortex, neurons that are sensitive to distinct features carried
in the biosonar signal are clustered together. An understanding of the
information-bearing parameters of primate calls might lead to similar
insights into the organization of primate auditory cortex. For example,
what is the organization of neural responses to atonal versus tonal
vocalizations in higher-order auditory cortical areas? Do the different
categories of vocalizations, such as food calls versus alarm calls, map to
different auditory cortical areas? For example, do food calls map to
auditory cortical areas that project to the orbitofrontal cortex given this
region’s apparent association with the reward system?



Moreover, it has been demonstrated that FEF neurons are
active during eye movements to both aurally and visually
guided eye movements63. It is likely that this neural circuitry
underlies the eye movement responses of primates to the
source of vocalizations and other relevant sounds.

Future directions: the neurobiology of call meaning
Field experiments on several species of monkeys have pro-
vided evidence that individuals often appear to ignore large
acoustic differences between two calls, focusing primarily
on the call’s referent12,32,38. It might be possible to simulate
the habituation–dishabituation paradigm used in the field
to explore the underlying neurophysiology of the represen-
tation of call meaning in the laboratory – in other words, to
measure the habituation–dishabituation of neural, as opposed
to behavioral, responses to vocalizations. It remains unclear
how auditory neurons will habituate to ethologically relevant
stimuli such as vocalizations, and whether this varies accord-
ing to the level of cortical processing. In this paradigm, neur-
ons habituated to one vocalization might be dishabituated
by another vocalization that differs with respect to acoustic
features alone, or acoustic features and meaning. The hypo-
thetical neurons that encode the call’s referent should not be
dishabituated by a functionally similar call despite its differ-
ent acoustic morphology. Such neurons are not likely to exist
in lower-order core areas, such as primary auditory cortex,
but might be present in higher-order areas. Alternatively, it is
conceivable that the correlates of call-meaning might only be
discerned by observing the collective action of many neurons.

With the advent of functional magnetic resonance imag-
ing (fMRI) technology suitable for smaller animals, experi-
ments using both anesthetized and alert primates are now
feasible64. Experiments such as the one just described could
provide an excellent opportunity to explore the large-scale
neural circuitry involved in the processing of vocalizations.
At a basic level, it could assist in the localization of areas re-
sponsible for higher-level vocal processing to guide subse-
quent multi-area, multi-electrode neurophysiological ex-
periments65. At a cognitive level, if fMRI responses to
vocalizations are lateralized, then experiments parallel to
those done in the field16 could be conducted during imaging
to determine whether or not activity shifts to different cor-
tical areas and/or cerebral hemispheres when acoustic fea-
tures of vocalizations are manipulated within and beyond
the species-typical range. Ultimately, both neurophysiology
and neuroimaging experiments will shed light on the com-
mon neural circuitry underlying vocal behavior between
primates and humans, and will pave the way for a deeper
understanding of the evolution of human speech.
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There is an active ongoing debate re-

garding the role of the fusiform region

of the ventral occipitotemporal cortex.

The recent increase in the use of fMRI

has provided substance for this debate,

leading to the hypothesis that an area in

the fusiform gyrus (FG) is specialized for

the perception of human faces. Nancy

Kanwisher et al. reported some func-

tional imaging data that seemed to

demonstrate that there might indeed be

a ‘face area’ in the FG (Ref. 1). The au-

thors gave subjects four different per-

ceptual tasks and recorded a signifi-

cantly greater response in a region of

the FG when the subjects were shown

face stimuli compared with stimuli of

common objects. The authors also found

a stronger response when subjects were

shown full front-view face photos than

when shown front-view photos of

houses. Three-quarter-view face photos

elicited a greater response than photos

of human hands, and intact faces a

greater response than scrambled two-

tone faces. Recently, Kanwisher et al.

conducted an additional study2 involv-

ing both upright and inverted grayscale

faces, and two-tone Mooney images

(high-contrast black–white images of

faces). The results strongly support the

hypothesis of a ‘face area’ while demon-

strating that the FG responds more

strongly to inverted grayscale faces than

to inverted two-tone Mooney images.

Although a face-specific area in the FG is

demonstrated by these studies, it is likely

that there are other face-responsive

areas yet to be discovered. Undoubtedly,

functional imaging studies will continue

to play an important role in the investi-

gation of the visual processes underlying

the recognition of human faces, and

these in turn could help to guide the de-

velopment of the next generation of

models of brain function, incorporating

face-recognition mechanisms.References
1 Kanwisher, N. et al. (1997) The fusiform face

area: a module in human extrastriate cortex

specialized for face perception J. Neurosci.

17, 4302–43112 Kanwisher, N. et al. (1998) The effect of face

inversion on the human fusiform face area

Cognition 68, B1–B11

Facing up (or down)
MusicalbrainwavesWhen people read or hear syntactically

incongruous sentences, such as: ‘Yester-

day, he mow the lawn’ their averaged

brain activity recorded at the scalp

(event-related potentials, or ERPs) will

show a P600 waveform (a positive com-

ponent of the ERP) at the incongruous

word. It is still a matter of debate

whether this brainwave component is

restricted to language-related input or

reflects more general cognitive pro-

cesses. Patel et al.1 provide some evi-

dence for the latter position. They had

15 musically educated subjects listen 

to sequences of musical chords. Some

of these chords were moderately or

highly incongruous in terms of har-

mony and key-relatedness given the

preceding ones. The same subjects also

listened to English sentences, some of

which included words that were either

ungrammatical or hard to integrate

given the preceding syntactic structure.

For both linguistic and musical stimuli,

the incongruous targets elicited a P600

component in the ERP. Moreover, the

degree of congruency had similar ef-

fects on the P600 amplitude for both

domains. These results suggest that the

P600 does not reflect language-specific

processes, but rather structural inte-

gration processes that are not domain-

specific. The authors point out that

there are cases of brain damage that

selectively impairs the perception of

musical harmonic relationships with-

out affecting syntactic knowledge, and

the opposite is also true. However,

these deficits might be explained in

terms of damage to a domain-specific

knowledge base as opposed to do-

main-unspecific structural integration

processes. Identifying the neural corre-

lates of harmonic processing and syn-

tactic processing independent of inte-

gration processes should allow a better

understanding of the treatment of the

domain-specific disorders.Reference
1 Patel, A.D. et al. (1998) Processing syntactic

relations in language and music: an event-

related potential study J. Cogn. Neurosci. 10,

717–733

What structures and processes mediate

the operation of selective visual atten-

tion in the human brain? One hypothesis

suggests that object representations at

different locations compete for process-

ing capacity in the visual system, and

that attention works by biasing this

competition in favour of the attended

location. Recordings of single cells in

awake monkeys have been consistent

with this idea1. The response of a neuron

to an optimal stimulus is reduced sub-

stantially when an irrelevant stimulus is

presented simultaneously at another lo-

cation in the receptive field. However, if

the animal directs its attention to one of

the competing stimuli in the receptive

field, the responses are as large as when

the stimulus is presented alone. Now,

Kastner and colleagues provide evidence

that a similar mechanism might operate

in humans2. Using fMRI, they examined

cortical responses to four adjacent ob-

jects presented either simultaneously,

or one at a time in rapid succession.

Although the total amount of retinal

stimulation (integrated over time) was

the same in the two experimental con-

ditions, cortical responses differed.

Simultaneous presentation evoked less

activity than successive presentation, and

this difference was more pronounced in

higher cortical areas. Moreover, the re-

duction with simultaneous presentation

was much less severe when attention

was directed to one of the four periph-

eral stimuli. The authors argue that these

findings are consistent with the notion

that attention is protecting a represen-

tation of the target item from competi-

tion. It is also possible, though, that the

difference between simultaneous and

successive stimulation might have arisen

from other factors, such as the differ-

ence in presentation rate between the

two conditions. However, in a control 

experiment, the authors presented 

stimuli at a constant rate and showed

that the response to a single peripheral

item presented alone was lowered when

it was presented simultaneously with

three other items. This suggests that the

difference between successive and simul-

taneous stimulation is not simply related

to different presentation rates. These

findings address directly the mechanisms

of directed attention. Further investi-

gation will explore the intriguing par-

allels between single-cell and functional-

imaging results revealed here. References
1 Moran, J. and Desimone, R. (1985) Selective

attention gates visual processing in the

extrastriate cortex Science 229, 782–784

2 Kastner, S., De Weerd, P., Desimone, R. and

Ungerleider, L.G. (1998) Mechanisms of

directed attention in the human extrastriate

cortex as revealed by functional MRI Science

282, 108–111

Attentional suppression in human

extrastriate cortex

Students

Subscribe to TICS
at 50% discount using the

bound-in card

What is it about neural networks that
makes people so excitable?

James Anderson, a noted neural-
network researcher, and Edward
Rosenfeld, a journalist, had the splen-
did idea to generate an oral history of
neural-net research by talking to most
of the pioneering figures in the field.
The result, Talking Nets, is an extra-
ordinary document that is a page-
turner for cognitive scientists.

Physics is a science. Entymology is a
science. ‘Neural networks’ is a toolbox
– a collection of tools for the simula-
tion and analysis of complex systems.
These tools were developed by people
working in diverse fields ranging from
control theory and signal processing to
neurobiology and psychology. They are
being vigorously applied to an equally
broad range of problems ranging from
understanding basic brain mechanisms
to forecasting the fluctuations in the
bond market. This book recapitulates
much of the convoluted history of
neural-network research through the
testimony of people who figured cen-
trally in its development. It is a remark-
able story, replete with drama,
tragedy, hubris, irony, humor, bitter in-
tellectual warfare, and a couple of
corpses. It is told in the words of a bril-
liant and eccentric collection of people,
including several certifiable geniuses
and a couple who are merely certifi-
able, as Groucho would have said. (The
interviewees comprise Bernard Widrow,
Carver Mead, Stephen Grossberg,
Michael Arbib, James Anderson, David
Rumelhart, Geoff Hinton, Terry
Sejnowski and nine others.) The ac-
counts aren’t all consistent with each
other and can’t all be equally true. 
Yet in reading them, one gets a vivid
sense of where people came from,
what they thought they were doing,
and how their ideas developed. It’s also
a lot of fun.

At one level, the history of neural-
network research can be read as a
long-running soap opera with a cast of
characters that is a little strange even
for a group of academics. The ap-
proach originated with some papers by
Turing (on biological dynamic systems),
Wiener’s ‘cybernetics’, and the crucial
articles by McCulloch and Pitts treating
neurons as computational devices,
which in turn greatly influenced von
Neumann, who was about to invent
the modern computer. McCulloch was
a neurophysiologist at the University of
Chicago. Pitts was a prodigy and misfit
who hung around the university but
wasn’t actually enrolled. The story of
how Pitts met McCulloch via Carnap

and Bertrand Russell is worth the price
of the book (for which you get several
versions). The classic McCulloch and
Pitts papers were written when Pitts
was still in his teens and living with
McCulloch and his wife. Pitts subse-
quently gravitated to a second father-
figure, Norbert Wiener. Wiener and
McCulloch had a falling out because
Mrs. Wiener didn’t like McCulloch; Pitts
was caught in the middle, had a ner-
vous breakdown, and drank himself to
an early grave. And we haven’t even
gotten to Minsky and Papert yet.

The tale of how Minsky and Papert
slew the neural-net dragon in the
1960s is the most important legend in
neural-net culture. The testimony in
Talking Nets suggests a more compli-
cated story, however. It is true that
Minsky and Papert come off badly in
this telling of the tale (of course, it isn’t
their side that is being told). The MIT
people seem to have been bothered by
publicity over neural-network research
being conducted elsewhere (Widrow:
‘You know, we had a lot of controversy
in the early days. It was due to publicity
that [Frank] Rosenblatt had in the
news media and publicity that I had…I
found that this kind of publicity infuri-
ates colleagues…’). One has to imagine
what transpired the day that
Rosenblatt, the psychologist from
Cornell, came down to MIT to tell an
audience that included Minsky,
Shannon and McCulloch the news
about perceptrons. (Cowan: ‘It was a
terrible lecture. McCulloch didn’t say
anything. Shannon said, ‘It’s worth
looking at’… But by and large it was
clear that the perceptron wasn’t doing
the things that Frank claimed it could
do.’) Rosenblatt had the even greater
misfortune to die soon thereafter in a
boating accident.

The ironies here are staggering.
Minsky’s reaction to the publicity over
perceptrons has to be considered in
light of his subsequent willingness to
serve the mass media as a kind of all-
purpose, techno-egghead commenta-
tor on the issues of the day (e.g. ‘The
future of money’, Discover, 1998; ‘Is
the body obsolete?, Whole Earth
Review, 1989). And if the perceptron
was not able to do all the things that
were being claimed, how would that
compare to the years of relentless hype
about artificial intelligence?

On the other hand, did it matter?
Interestingly, opinions vary. Robert
Hecht-Nielsen thinks that Minsky and
Papert’s book1 Perceptrons mattered
because it created ‘a new conventional
wisdom that some MIT professors have
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proven mathematically, that neural
networks cannot ever do anything in-
teresting.’ Widrow, in contrast, says, ‘I
couldn’t understand what the point of
[Perceptrons] was, why the hell they
did it. I figured that they must have
gotten inspired to write that book re-
ally early on to squelch the field, to do
what they could to stick pins in the bal-
loon. But by the time the book came
out, the field was already gone. There
was just about nobody doing it.’

So what really happened? It seems
clear that people such as Widrow had
become discouraged because they
knew that multilayer nets were needed
but didn’t know how to train them. His
testimony on this point is poignant:

‘We would have given our eye
teeth to come up with some-
thing like Backprop…Backprop
to me is almost miraculous.
The first exposure I had to
Backprop was around 1985 at
a meeting at Snowbird, Utah…
Someone gave a paper in the
first morning session and during
the question period…someone
got up and said, “You know,
something like that was done
by Widrow back in the early
‘60s.” They began to have this
big discussion about what
Widrow did and Widrow did-
n’t do, and I’m just sitting
there, listening to all this
stuff…I was like a dead man. I
was a man who’d died, who
was sitting up on a cloud
somewhere, looking down on
the Earth, watching what hap-
pened after he died.’ (p. 61)

People also had to wait for com-
puter power to catch up with the ideas,
a point that Arbib emphasizes. Widrow
and Rosenblatt were experimenting with
physical networks created out of elec-
tric motors and potentiometers (some
good to three decimal places!). Com-
puters were primitive, limiting the use
of simulation as a tool; luckily things
were to move ahead rapidly on that
front. In the meantime, some interest-
ing work was done and the people in
this book managed to survive quite
well, ending up with positions at places
like Berkeley, Stanford, and CalTech.

Concepts are the building blocks of thought. How con-

cepts are formed, used, and updated are therefore, central

questions in cognitive science. The literature on concepts is

vast (see Refs 1–3 for reviews and Refs 4–7 for recent edited

volumes) and impossible to summarize in a short review.

For this reason, we focus on a single issue – namely, the idea

that concepts have multiple functions which interact to affect

conceptual structure and processing. Concepts serve mul-

tiple functions, and, as we will see, these functions are not

independent of one another; rather, they interact with and

influence each other. We believe that these interactions

undermine the popular strategy of studying categorization,

or any other function, in isolation. Moreover, these inter-

actions suggest that concepts should be studied in the con-

text of a system of interrelated functions.

In this article, we first outline some common functions of

concepts. Then, we turn to recent research that demonstrates

that these functions indeed do interact with one another.

Finally, we conclude with an example of how an integrated

approach can encourage the discovery of cognitive processes

that extend across multiple functions.

Functions of concepts

A concept can be very difficult to define. However, in this

paper, we will refer to a concept as a mental representation 

that is used to meet a variety of cognitive functions. The most

commonly studied function has been categorization, a pro-

cess by which mental representations (or concepts) are used

to classify entities. Recently, there has been a trend toward

the study of two other conceptual functions, inference, and

conceptual combination. But, as we shall see, concepts are

used to perform many cognitive tasks, and the boundaries

between conceptual functions blur as functions interact and

influence each other. In this section we will briefly illustrate 

a number of ways in which concepts are used in everyday 

life, and in the following section discuss interrelations

among these functions.

Most researchers assume that conceptual represen-

tations include procedures for identifying whether an entity

is a member of a category, a process often referred to as

categorization. Categorization is not an end in itself, but

rather it serves to connect old to new: categorizing novel en-

tities allows the cognitive system to bring relevant previous

knowledge to bear in the service of understanding the novel

entity. Recognizing some unusual shape as a ‘toothbrush’ 

allows one to understand its parts and their functions. A 

related function is inference: knowledge of category 

membership supports predictions about behavior. For 

example, medical diagnostic categories allow physicians 

to predict what sorts of treatments will be effective.

Concepts are also crucial in explanation and reasoning.

Having categorized a young man as a ‘football fan’, one

might be able to explain why he is walking down the street

bare-chested with blue and yellow paint on his face bellow-

ing out the Michigan rouser. Categories are also used to in-

stantiate goals in planning8. For example, our football fan

might create an ad hoc category of things to bring to a football

game (e.g. beer, binoculars, seat-cushion and transistor

radio).

Not only are new entities understood in terms of old,

but new entities also modify and update concepts. That is,

concepts support learning. Thus, encountering a member

of a category with a novel property (e.g. an electric tooth-

brush) can result in that novel property being incorporated

into the conceptual representation. The learning function is

also associated with a number of questions, such as how

much weight to give new information versus old, when to

set up subcategories, and so on. Moreover, given that in-

stances can belong to multiple overlapping categories there

is the issue of whether new information should modify all
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Concepts underlie all higher-level cognitive processes. Until recently, the study of

concepts has largely been the study of categorization. But categorization is only one

conceptual function among several. We argue that concepts cannot be understood

sufficiently through the study of categorization, or any other function, in isolation, for

two important reasons. First, concepts serve multiple functions which interact to affect

conceptual structure and processing. Second, studying a single function in isolation

encourages one to see cognitive processes that are particular to each function, but

discourages the discovery of processes that are common to multiple functions. For

these two reasons, we suggest that concepts should instead be studied in the context

of a system of interrelated functions.
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